
Ethical AI in Market 
Research: Balancing 
Innovation and Trust



Who we are, 
and how we are 
using AI in our 
organizations



CRIC ’s Guiding 
Principles on use of AI

The aim of the Guiding Principles is to ensure the 
strategic, ethical and responsible use of AI tools, 
and cover the following areas:

- Transparency
- Data security
- Protecting participants from harm 
- Minimizing bias
- Ensuring oversight when using artificial 

intelligence in market research



Transparency 

Ensure transparency and accountability in the use of AI (any organization using AI should have 
open and clear communication with clients, respondents, and the general public about any AI 
integration into processes, explaining how, why and when AI is used). 



Data Security 

Use of many AI tools could raise data security considerations. 
Ensure adherence to relevant CRIC standards, essential security practices in the CRIC Information 
Security Toolkit, and client contracts in terms of data transmission, storage and security. 
Researchers should pay particular attention to how information entered into AI applications will be 
used by the application for data learning and/or the production of other output. 
In situations where multiple standards or contracts may apply, the one that sets the highest bar for 
data security should be the guiding document. 



Protecting Participants 
from Harm

As with all research tools, adhere to the principles of a strong privacy management program as 
required by the CRIC Standards and outlined in the CRIC Privacy Toolkit when using AI. 
Ensure any data and inputs used by AI systems are lawfully collected, used, and disclosed, taking 
account of applicable privacy and respondent rights to understand how their data is being captured 
and stored. 
Specifically, in the context of Generative AI applications such as chatbots, AI moderators, or AI 
prompting, it is essential to clearly inform respondents when they are interacting with an AI system 
and not a human being.



Work to Minimize Biases

Understand the potential biases of AI and prioritize the needs of individuals and communities, 
including equity-deserving groups. 
Researchers must remain vigilant about the inherent biases and limitations of AI, taking steps to 
minimize their impact while fostering accountability. 
Evaluate the outputs of AI systems, including generative tools, to minimize biases and inaccuracies. 
In addition, when content is predominantly or entirely generated by AI, it should be explicitly 
identified as such to maintain transparency. This ensures that clients are fully aware of the source and 
method of content creation. 



Ensure Oversight

CRIC members should ensure effective monitoring is in place and are encouraged to conduct regular 
bias audits of their AI systems, create test environments, and establish human oversight mechanisms 
for AI systems to ensure accountability. 
Teams should be multidisciplinary, including data scientists, ethicists, and legal experts to ensure a 
comprehensive understanding.



Real life questions

“What do I do if…?”



Do I tell respondents 
they are being 
interviewed by an AI 
interviewer? 

10



Do I tell clients that 
some of the analysis 

was done by AI? 

11



Do I tell clients that I 
used AI to draft the 
questionnaire? 

12



Do I tell clients that the 
coding was done by AI?

13



What steps can be taken to 
ensure that the AI I am 
using is giving me fair and 
representative question 
development, analysis or 
coding? 

14



How do we handle 
situations where AI 

generates unexpected or 
potentially biased results?

15



How specific do we need to be 
when disclosing AI use to 
clients? Is a general statement 
sufficient, or should we detail 
each AI-assisted step?

16



What kind of 
documentation should 
we maintain regarding 
our AI use?

17



Are there any specific AI 
applications that CRIC 
recommends or cautions 
against for market 
research?

18



Why should I bother 
disclosing that I am using AI 
when it’s just as ubiquitous 
as using Microsoft Word?

19



Thank you!
 
https://www.canadianresearchinsightscou
ncil.ca/wp-content/uploads/2024/05/CRIC-
Guiding-Principles-for-AI-use-in-Market-
Research.pdf 
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20 Questions to
Help Buyers of AI-
Based Services
for Market Research and Insights

Presenter
Presentation Notes
This presentation/session is designed to support the launch of ESOMAR’s questions to help Buyers of AI-Based Services for Market Research and Insights.
The objective of this Checklist is to serve as guidance for market, opinion and social researchers and data analysts seeking to commission AI-based services

Our objective in the publication of this material is to help and support AI service buyers and suppliers ensure there is an appropriate level of transparency, trust and confidence in the field and that applicable intellectual, privacy and AI laws are respected. 
The intention is to promote fair, transparent, responsible and ethical usage of AI in research.
We know from other work done by ESOMAR that frameworks or checklists like these can help facilitate structured discussion between organisations offering services and those seeking to use them. 
In an increasingly fragmented or disintermediated supply chain, this becomes even more important. 
And so our ambition here is to support the commercial process by highlighting the key points, to help the industry benefit from the many exciting opportunities that AI offers us, 
and alongside that to anticipate how legislation will impact and to help organisations plan and prepare for that as far as reasonably possible. 



You heard of a fantastic product built on an AI platform
 This product promises to cut analysis times by half

But you haven’t heard of them, and don’t know much about AI

Where do you look in order to perform your due diligence?

Question



A. Company Profile 

B. Is the AI Capability/Service explainable and Fit for Purpose 

C. Is the AI Capability/Service Trustworthy, Ethical and Transparent

D. How do you provide Human Oversight of your AI systems?

E. What are the Data Governance protocols?

Areas of focus

Presenter
Presentation Notes
Want to come on now to discuss in more detail the structure of the material and what we include in each section and why. 

And so as you can see here there are 5 areas we go into—

1. Company profile
2. Explainable and fit for purpose
3. Trustworthy, ethical and transparent
4. Human oversight
And
5. Data governance protocols.



Company 
experience and 

know how in 
providing AI 

based 
solutions for 

research 

A perspective 
on where AI 

based services 
can help 
research

Discussion of 
the practical 

issues 
encountered

A. Company Profile 

Presenter
Presentation Notes
The first section is designed to set the scene and to help buyers
gain an initial understanding of the credentials of the supplier organisation.
Company experience and Know how –
-for example, does the supplier have a good mix of research skills and AI-relevant skills, such as data science, deep learning or natural language processing/level and depth of expertise on offer.
Perspective on AI in research
- how well the supplier has thought about
the way in which AI-based solutions can improve the research process
and contribution to decision making. 
practical problems and issues –
help the buyer to gauge the level of activity within the supplier organisation and what it has learned. It will also provide an indication of how experienced the supplier is in managing challenges around emerging technologies.



B. Is the AI Capability/Service explainable and Fit for Purpose 

Explainability
Non-technical

Easily understood
Key functionalities 

Model used
Internal/External

Open-source
Use of 3rd parties 

More detail 
Use of training data 
Use of algorithmic

processes

Presenter
Presentation Notes
Second area -- AI capability/service explainable and fit for purpose
This topic will help the buyer to evaluate AI services from a practical standpoint.
to determine whether the capability on offer aligns with business purpose and is likely to provide a clear benefit.
Explainability
is key to understanding how the methodology works in broad terms, how AI is used to power the method, and the benefits the approach delivers.
Model –
distinguish between a custom-built and an open-source solution 
to be able to assess capabilities and possible risks. 
whether publicly available solutions are integrated into the suppliers’ offering
so they can assess potential consequences, fex -- the handling of 
proprietary information. 
How the algorithms deployed deliver the desired results?
Understanding the underlying data and the way in which it interacts with the model to train the  AI service



C. Is the AI Capability/Service Trustworthy, Ethical and Transparent

Generative AI
Making up data
Hallucinations

Bias

Synthetic data
Real data validation

Identification

Limitations
Transparency

Honesty
Technical info.

Duty of care
Human impact
Misinformation

Prejudice

Presenter
Presentation Notes
This section will help to pinpoint whether the buyer and supplier are aligned on ethical principles, and whether the supplier has considered other important topics such as potential biases, data security and resilience.
Discussion about the processes to verify and validate the output for accuracy, measurement and assessment of validity.
We know that AI can pose challenges related to bias and representativeness and risk generating inconsistent or incorrect outcomes, depending upon the objectives. This section aims to understand the processes that the supplier uses to ensure reliable results.
With supplementary questions for tools using Generative AI: what measures are taken to identify “hallucinations”, incorrect answers and minimise bias?
And Tools using synthetic data: validation to compare synthetic data outputs to primary research outputs/real-world results How the supplier flags/distinguishes, between data derived directly from natural persons, and data which is derived synthetically?
This section also focusses on understanding limitations of AI models and how mitigated.  Is the supplier is transparent about the limitations of their offering. This drives at the provision of sufficient technical information to enable assessment of the validity of the results and conclusions drawn.
Also covers the topic of duty of care – designing  AI capabilities with a duty of care to humans in mind.
Ethics play a vital role in market research. This question will help buyers to evaluate whether the supplier has considered, within the design of their service, whether there might be any potential negative consequences of using their AI model for people (e.g. increased prejudice, financial harm, misinformation).



D. How do you provide Human Oversight of your AI systems?

Transparency
When is AI used?

Ethical principles
Governing AI

Responsible innovation
Human oversight
Compliance

Presenter
Presentation Notes
This then leads into the topic of human oversight - section helps buyers understand how human involvement and oversight have been considered in both the development and the operation of the AI applications under discussion.
Answers and discussion will help determine how to identify what role the human plays when building solutions driven with AI and working with data that is processed/analysed with AI in an ethical and responsible way.
Transparency: ensuring its clear when AI technologies are being used
in any part of the service– for example identifying AI-generated images/text
being explicit about whether there are ethical principles explicitly defined and how in practice does that help to determine the AI's behaviour? How ensuring that human-defined ethical principles are the governing force behind AI-driven solutions
Responsible Innovation: How does  AI solution integrate human oversight to ensure ethical compliance – here some examples of how that could be achieved – with more detail on what these are in the material
- Obvs depends on size of company providing the solution.



D. How do you provide Human Oversight of your AI systems?

Transparency
When is AI used?

Ethical principles
Governing AI

Responsible innovation
Human oversight
Compliance

Human in the loop

Ethical review boards/process

Participatory design

Cultural sensitivity

Human guided data curation 

Human engineered ontologies

Presenter
Presentation Notes
Responsible Innovation: How does  AI solution integrate human oversight to ensure ethical compliance – here some examples of how that could be achieved – with more detail on what these are in the material
- Obvs depends on size of company providing the solution.



E. What are the Data Governance protocols?

Data quality Data lineage

Adversarial
+ disruption

Compliance
+ consent

Privacy notice

Data + Output
ownership

Presenter
Presentation Notes
Final section covers Data Governance protocols designed to help buyers understand whether the supplier is appropriately aware of the legal frameworks that govern AI based activities.
AI suppliers +  clients subject to data protection and related information security requirements imposed by data protection laws and regulations. These vary by jurisdiction and are generally interpreted based on where the data were collected or the location of the provider. May also  be subject to laws and regulations relating to intellectual property and copyright. And so the answers to the questions in this section can help buyers understand the data protection, information security and compliance policies, procedures and practices that a supplier has implemented.
Data quality – fit for purpose aspects
Data lineage: Buyers will want to understand that data is responsibly and 
ethically sourced and processed and is fit for the purpose of the AI system.
Privacy notice is required by data protection laws and regulations, as well as other laws and regulations + industry codes. Material gives detail on what type of information this should include
Steps taken to comply with data protection laws /measures to protect the privacy 
of research participants, consent to process data for a particular purpose.
Ensuring AI systems are resilient to adversarial attacks, and disruption.
And the important issue of data ownership intellectual property rights and 
usage permissions?
Being clear who owns the data being input into the model? Prompts, and 
who owns the output. Which data are confidential and should not be placed 
into the public domain or into AI system cloud-based tools.



E. What are the Data Governance protocols?

Data quality Data lineage

Adversarial
+ disruption

Compliance
+ consent

Privacy notice

Data + Output
ownership

Suitable as a 
standalone 

checklist

Presenter
Presentation Notes
Worth also noting that this section is designed to be a standalone checklist if that is required.



You heard of a fantastic product built on an AI platform
 This product promises to cut analysis times by half

But you haven’t heard of them, and don’t know much about AI

Where do you look in order to perform your due diligence?

Question

Presenter
Presentation Notes
So now, let’s go back to the question [read entire slide]. Now we know where we can begin; through ESOMAR’s 20 questions to help buyers of AI-based services



20 Questions to
Help Buyers of AI-
Based Services
for Market Research and Insights


	Slide Number 1
	Who we are, and how we are using AI in our organizations
	CRIC’s Guiding Principles on use of AI
	Transparency 
	Data Security 
	Protecting Participants from Harm
	Work to Minimize Biases
	Ensure Oversight
	Real life questions��“What do I do if…?”
	Do I tell respondents they are being interviewed by an AI interviewer? 
	Do I tell clients that some of the analysis was done by AI? 
	Do I tell clients that I used AI to draft the questionnaire? 
	Do I tell clients that the coding was done by AI?
	What steps can be taken to ensure that the AI I am using is giving me fair and representative question development, analysis or coding? 
	�How do we handle situations where AI generates unexpected or potentially biased results?
	�How specific do we need to be when disclosing AI use to clients? Is a general statement sufficient, or should we detail each AI-assisted step?�
	What kind of documentation should we maintain regarding our AI use?��
	�Are there any specific AI applications that CRIC recommends or cautions against for market research?���
	Why should I bother disclosing that I am using AI when it’s just as ubiquitous as using Microsoft Word?
	Thank you!� �https://www.canadianresearchinsightscouncil.ca/wp-content/uploads/2024/05/CRIC-Guiding-Principles-for-AI-use-in-Market-Research.pdf 
	20 Questions to Help Buyers of AI-Based Services
	You heard of a fantastic product built on an AI platform� This product promises to cut analysis times by half�But you haven’t heard of them, and don’t know much about AI
	Slide Number 23
	Slide Number 24
	Slide Number 25
	Slide Number 26
	Slide Number 27
	Slide Number 28
	Slide Number 29
	Slide Number 30
	You heard of a fantastic product built on an AI platform� This product promises to cut analysis times by half�But you haven’t heard of them, and don’t know much about AI
	20 Questions to Help Buyers of AI-Based Services

